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Abstract

Video Question Answering is the task of answering ques-
tions given videos and natural language (subtitles or au-
dio) as the context. In this task, the challenge is to in-
corporate information from both videos and language in
a way that makes it easier for spatio-temporal reason-
ing which is important for video question answering. In
this work, we explore a technique of multimodal repre-
sentation learning to jointly learn representations using
various video and language based features such as action
recognition and BERT in the realm of video question an-
swering.

1 Introduction

Visual Question Answering (VQA) is a well known
Computer Vision problem. It is a problem of building
a system that can answer open-ended natural language
questions by just looking at the image. The questions
imposed on the system could be something like the fol-
lowing: How many people are in the image? Who is
wearing the glasses? What is the color of the child’s
hat? This task was initially considered ambitious. But
with the advent of specialized datasets for the task such
as VQA [1]] and Microsoft COCO [11]], and with the ad-
vancement in Deep Learning, the task achieved signifi-
cant performance improvement (as of today, state of the
art accuracy on VQA Challenge is 75.26%) over the re-
cent years.

Compared to image based question answering, there
has been much less work on video based question an-
swering. Video question answering is more challeng-
ing because of the following reasons: challenges arising
from individual video frame understanding (variations in
viewpoints, illumination, occlusion, scale, background
clutter to name a few), challenges arising from natural
language data such as subtitles or audio (word ambiguity,
unstructured text understanding, semantic meaning, rich
representation learning, co-reference resolution, etc.,),
aligning visual and language cues, unavailability of large
scale video question answering datasets and complexity
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arising from the temporal dependency of question on var-
ious frames to arrive at an answer. The latter challenge
of spatio-temporal reasoning (understanding relationship
among different entities and their evolution in temporal
domain) is applicable to the task of video question an-
swering more than other video based computer vision
tasks like activity recognition, activity localization, etc.,
where the scope of the activities is limited to a local tem-
poral region. Effective multimodal representation learn-
ing to jointly learn representations using multiple modal-
ities (here video and language) can help uncover some of
the complications arising, and can be seen as a step to-
wards true Al

Building intelligent systems that solve visual tasks
such as image captioning, video summarizing, object de-
tection, action recognition, etc., can help provide assis-
tance to the visually impaired people or in the domain of
cognitive robotics by providing an overall understanding
of the visual world. A system which can answer ques-
tions posed by a user based on the real visual world can
greatly assist us in our day to day tasks. One example
could be to quickly determine the temporal timestamp
of a particular fact being discussed in a video. A video
question answering system can thus make doing research
faster by quickly getting answers about specific ques-
tions based on the video.

Humans are very good at understanding questions
and inferring answers based on visual experiences and
videos. Having such a capability in a Machine Learning
model is now becoming close to reality with the intro-
duction of specialized datasets for these tasks and more
advanced deep learning techniques which can model the
semantic understanding from these videos and their cap-
tions.

More recently, the availability of specialized datasets
for video question answering such as TVQA [9] has led
to an increased interest in the task of Video Question An-
swering. In this work, we explore some techniques of
using joint model representation for video and language
and use those representations to solve video question an-
swering. Specifically, we use features for video frames
from pre-trained models such as Faster R-CNN for visual
concepts and action detection models. For language, we



explore using BILSTM model to get sentence-level fea-
tures from word embeddings and using BERT model to
obtain sentence embeddings. We combine the video and
language features to build a classifier for answering the
questions. In the end, we evaluate our approach on the
TVQA dataset and discuss the results.

2 Related Work

There has been a lot of work in the past on visual
question answering datasets and models [1} 18, [15} [13]
21, 23, 16, [17, 22]]. Several datasets and models have
been proposed for video question answering in the past
[5, 119, [14]]. But these datasets and models don’t solve
the actual multimodal scenario for QA, as they are either
only vision-focused or language-focused.

In TVQA [9] they propose a large scale Video QA
dataset where the questions are compositional in nature.
They also propose a multi-stream end-to-end trainable
neural network, using regional visual features, visual
concept features and ImageNet features as video fea-
tures, BiLSTM encoders for video and text, followed by
joint modelling of context and query.

In the project, we aim to exploit the recent work
of generating multimodal representations using both the
videos and language [18] and apply the learned represen-
tations in the task of Video Question Answering.

BERT [2]], a language representation model with an
unsupervised pre-training objective, which can be fine
tuned on several downstream tasks, obtains state-of-the-
art results on several natural language understanding
tasks. Since this model is pre-trained on huge corpus -
BooksCorpus and English Wikipedia, it has a rich repre-
sentation and understanding of language and can be used
to encode the questions and answers in our task, to ex-
tract initial set of features for textual data.

Several models have been proposed to address Com-
puter Vision and Natural Language tasks that incor-
porate BERT: VisualBERT [10], ViLBERT [12], and
VideoBERT [18]]. In VisualBERT, the transformer ar-
chitecture on which BERT is based on is used to align
parts of image and text with self-attention for address-
ing a variety of vision and language tasks. ViLBERT
introduces a way to learn joint embeddings of image and
language content using BERT’s co-attention transformer
layers. The learned embeddings are used in downstream
tasks such as visual question answering (image based),
caption-based image retrieval, etc. VideoBERT also
proposes a joint visual-linguistic model to learn high
level semantic representations in a self-supervised man-
ner using unlabeled data from sources such as YouTube,
and use those representations in action classification and
video captioning tasks. VisualBERT and ViLBert only

address image based downstream tasks (including ques-
tion answering), whereas VideoBERT addresses video
based downstream tasks except video based visual ques-
tion answering.

3 Methodology

According to our initial plan, we wanted to leverage the
VideoBERT model to obtain the multimodal embeddings
for our dataset and use these embeddings in the down-
stream task of Video Question Answering. But due to
(1) unavailabilty of pretrained model and unavailabilty
of implementation for VideoBERT, (ii) resource limita-
tion and engineering challenges in implementing a sim-
ilar model from scratch, we decided to instead explore
pre-trained video action recognition models.

The high-level architecture of our model which is an
extension of the approach provided in TVQA[H is shown
in Figure |l Below, we describe some key points:

e The model consists of multiple streams - one stream
per context (subtitles, visual concept features and
video action features)

e To encode textual data, we use Glove Embeddings
(300d). Questions and answers are encoded using
BiLLSTM and the hidden states are stacked to obtain
the feature representation.

e Subtitles contain multiple sentences, hence these
are flattend into a long sentence. The sentence is
encoded using BiLSTM and the hidden states are
stacked to obtain the feature representation.

e Visual concept features are extracted using Faster
R-CNN model [16]]. Objects are detected for each
frame and unique objects are extracted across all
these frames for the video clip.

e We use video action recognition features from
R(2+1)D model [20] and something-something
baseline model [4].

e Fach of the above given contextual inputs are
jointly modeled with question-answer pair to obtain
context-aware query (video-aware question repre-
sentation and video-aware answer representation)
using a Bidirectional Attention Flow model, fol-
lowed by fusion of question-answer using element-
wise dot product, temporal max-pooling and fully
connected layer to obtain scores for each answer.

e The above mentioned steps are performed sepa-
rately for each context (input stream) and the scores
from these streams are added to obtain a final score.

Thttps://github.com/jayleicn/TVQA



: m—_’{ -
@

‘ BILSTM

Visual Concepts }——»‘ BLSTM

‘ susm

—

Question %;‘ BILSTM

N .
,TT, Actior

‘ Question }—_.{ BILSTM H BIDAF Attention }—l

H MaxPool }—y Fe

‘ Answers H BILSTM H BIDAF Attention }—[
H BIDAF Attention }—[

}—»‘ MaxPool }_> FC

}_,‘ MaxPool }—» Fe

H BIDAF Aftention }—l
‘ Answer ’—"‘ BLSTM H BIDAF Attention }—[

Figure 1: Model Architecture

4 Experiments

4.1 Dataset

We use TVQA [9] dataset for this project. It is a large
scale localised, compositional video QA dataset based
on 6 TV shows. It consists of 152.5K QA pairs from
21.8K video clips (60-90 seconds per clip), spanning
over 460 hours of video. The QAs are multiple choice
questions with 5 candidate answers, of which only one
is correct. The dataset also contains dialogue (character
name + subtitles) for each video clip. The distribution
of questions and answers in the dataset is shown in the

Figure[2]
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Figure 2: TVQA question and answer type distribution

4.2 Implementation Details

We implemented the model on top of the TVQA reposi-
toryﬂ using PyTorch framework. For training the model,
we deployed a VM on Google Cloud Platform with 2 vC-
PUs, 13 GB memory and 1 12 GB NVIDIA Tesla K80
GPU. Later, when we tried incorporating BERT embed-
dings for the language objects like subtitles, questions
and answers, the Tesla K80 GPU was running out of
memory. Hence, we deployed another VM with 1 32 GB
NVIDIA V100 GPU to run the experiments with BERT
features.

For video features, TVQA uses Faster R-CNN model
pre-trained on Visual Genome [[7]], to detect objects. For
each clip, GloVe word embeddings for top-% detections
are used as visual concept features.

To generate video action recognition features for video
clips, we used the R(2+1)D model pre-trained on large
scale 65M Instagram videos [3] from Facebook VMZ
repositoryﬂ We used the PyTorch version of the modeﬂ
We also experimented with human-object interaction
features. We used the baseline modeﬂ pre-trained on
20BN dataset to generate the video clip features. Be-
cause of the large size of TVQA dataset, pre-processing
the video clips and generating the action recognition fea-
tures was taking a long time. In the best interest of time,
we decided to only use one TV series (BBT) from the

Zhttps://github.com/akshatabhat/TVQA

3https://github.com/facebookresearch/VMZ

“https://github.com/akshatabhat/ig65m-pytorch

Shttps://github.com/Rohit—Sharma/smth-smth-v2-baseline-with-
models



Model | Streams Accuracy
Baseling S 63.15%
S+ V¢ 65.26%
Our S+ Vg 63.71%
Model | S + Vg 64.47%
S+ Ve + Vg 65.23%
S+ VC + Vs 65.36%
S+ Ve + Vs + Vg 65.47%

Table 1: Performance of all the methods. S: Subtitle,
V¢: Visual Concept features, Vr: R(2+1)D features, Vs:
Something-something features. The models performing
better than the baseline are shown in boldface.

dataset for the rest of the experiments. Extraction of
R(2+1)D features took about 18 hrs and 20BN feature
extraction took around 12 hrs for the BBT frames.

For generating BERT embeddings for questions, an-
swers and subtitles, we used the pre-trained BERT mod-
els implemented in PyTorch framework in Huggingface
Transformers repositor

We used 80%-10%-10% train, dev and test split for
training the model. The test split we used is the public
test dataset provided in the TVQA dataset. We train the
model for 100 epochs with early-stopping. We have not
modified the hyper-parameters provided in the repository
as the model performed the best with them.

4.3 Results

In this section we present the experimental results we ob-
tained. We experimented with various combinations of
features as streams for question answering. The results
are shown in Table[Il

In Figures |3| we plot training and validation loss
achieved by the model while training the model for all
combinations of experiments. The training loss keeps
increasing indicating that the model learns during train-
ing. The validation loss starts increasing after about
2.5k steps indicating that the model starts overfitting.
The minimum validation loss is achieved by the model
with all streams combinations as shown (subtitles, vi-
sual concept features, R(2+1)D features, and something-
something features). We are still in the process of train-
ing with BERT embeddings for language components
and hence do not present the results for the same.

The baseline model with just visual concept features
performs better than the model with R(2+1)D features.
This is because of the following reasons: (i) the pro-
portion of questions that rely on actions is fewer than
the proportion of questions that rely on objects (See Fig-
ure E]) (ii) there might be a domain mismatch in the Ki-

Shttps://github.com/huggingface/transformers
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Figure 3: Training and Validation Loss

netics dataset and the TVQA dataset, (iii) some complex
questions might rely on actions across the temporal scope
of the video clip. But R(2+1)D model uses only tempo-
rally local scopes to generate features instead of looking
at the larger scope.

Our model with visual concept features and
Something-something features as streams performs
better than the baseline model (shown in boldface). This
indicates that the human-object interaction video fea-
tures are more relevant to the BBT dataset. Intuitively,
the number of questions that involve human-object
interactions are more common than the questions that
rely on other actions.

5 Conclusion

We present a technique for learning joint model represen-
tations for video and language components for the down-
stream task of video question answering. We explored
a multi-stream architecture and used action recognition
video features (both generic actions and human-object
interactions) as visual concepts.

For future work, we wish to explore the usage of so-
phisticated techniques presented in VILBERT and Visu-
alBERT to perform contextual matching and jointly learn
visual and language features. For obtaining subtitle-
aware question and answer representation, we propose
using BERT as an alternative to BIDAF model.
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